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HITACHI

Overview of JP1/Automatic Job Management System 3 Inspire the Next

Impreve elificiency and save laber in the ceveleopment anc @xecution @i am
applicatien low, ane achieve autemeaitlc anc stale eperatieon ef business
systiems In various eavirenments

Cloud services E Applications running without servers S SaaS/Web services
AWS Lambda, Azure Batch, //\ I-E_
Amazon S3 etc. Qzure Blob Storage etc. & e | _| SAP S/4HANA Cloud, T |

\private edition et& Web services

Google Cloud Functions Basic /4, Events 4 Actions » Custom Jobs Toals
Google Cloud Storage etc. Jobnet [/ ~ Exc | us
N -

T ; Jobnet editor
Example of an application flow developed by using JP1

Cloud platforms i On-premises

AWS, Azure, Google Cloud, OCI etc. JE=G N e

SalesData_ Collectedd CollectedD dma | ysisDa
collection ata_up|oad ata_analyt ta_downloa
s3] jcz[Lanbdal d[s3]

i) =) A
download [T f |EC
. . hicazo] n

Amazon EC2 Azure Virtual Machines

@ @ E I | E Windows  Linux® AIX  Mainframe

Google Compute Engine  OCI Compute VMs etc. Applications running on servers

Amazon S3: Amazon Simple Storage Service AWS: Amazon Web Services Azure: Microsoft Azure OCI: Oracle Cloud Infrastructure Amazon EC2: Amazon Elastic Compute Cloud OCI Compute VMs: Oracle Cloud Infrastructure Compute VMs
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HITACHI

Inspire the Next

What you can do

What you can do with JP1/Automatic Job Management System 3
Easily develop complex application flows

Enable detailed scheduling according to operations

Connect applications that run in different environments
Intuitively understand the status of operations

Visualize operation schedules and results

Address operation failures in a variety of ways

Visualize the health of your job management system

Automate switching of application flows
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HITACHI

What you can do with JP1/Automatic Job Management System 3 Inspire the Next

Develop and execute Inc Monitor
application flows . operations
efficiency;

® Easily develop complex ® Intuitively understand the
application flows [Eabors status of operations

® Enable detailed scheduling @@Wﬁ@@@ ® Visualize operation schedules
according to operations and results

® Connect applications that @ﬁ@ﬂ@ﬂ@ ® Address operation failures in a
run in different environments @[@@T@ﬁﬁ@ﬂm variety of ways

Operate tasks

® Visualize the health of your job
management system

® Automate switching of application flows
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Easily develop complex application flows

HITACHI

Inspire the Next

Develop an application flow to be automated by low-code development

You can use a GUI to define the series of tasks in a complex application flow that you want to automate,
and achieve low-code development of the application flow.

Transfer data Process web data

orders

=
B =%

Update web data

JP1/AJS3 provides standard job
management functions as plug-ins.

You can drag and drop them to develop your

]
m E‘ application flow.

- —
- 4% EAMPLEZ
OGO MNo [ F]5) | —|—|
Basic / Evenis A Action.  “ustomJobs 4 Tools
Jobret ;| I Exzl dit
A
@
=
OrderData_ Data_trans dAutonat ic_
extract ion erlChicaz ordering
Theavork] \‘ ol /
ip
» o F, »
[E -l =] o
OrderData, OrderData_ OrderData_ OrderForm_
extractio ol lect ion analysis creation
Tohenche. /
OrderData_ DE_storaze Send-Mail
extracti
[Tokyn] v
< - - >
Specify the execution order of @
Unit name / : : : : ~
e applications by connecting icons
@ Automatic_ordering
0 Data_transfel [Eh' a£0] Custom Job
Q3 OrderData_analysi Custom Job
ract n [hework] FC Job
tion[Zhanzhai] FC Job
ODd Dta_al ction[Tol ky] FC Job
O OrderData_col lection Unix Job
A
Ready Last accesse d 2023/01/06 16:29:44

Jobnet editor
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Easily develop complex application flows HITACHI

Control application flows that have complex execution conditions Inspire the Next

You can easily develop application flows that have complex execution conditions. For example, you can
specify that the system must wait for multiple processes to finish before it starts the next process, or the
system can switch the next process to be executed depending on the processing results.

Automatically execute processing based on execution conditions such as waiting, branching, normal/error sorting, etc.

& AJSROOT1:/SAMPLE2 - Jobnet Editor(jp1admin@localhost) - O X
File Edit Yiew Option: Help
4™ BAMPLEZ | -
I.E.I The system waits for all L | |_JJ
| sssic (e data extraction to finish,
wret : 7 and then starts aggregation I— el g
— -

If an error occurs, the J

= -
D d@ / D t system automatically

[]\n /;:fa?:z;: retries the application
[ {ul =] Tl
OrderData_ OrderData_ ata_ Dr
extraction ol lect ion analvsis =y
[Shanghail a .
Even if an application
. ends abnormally, the
@ system starts a recovery
| storage Send-Mail

job to handle it.

The system selects and
executes subsequent

Unit n Commen: t Tupe .

506 stor . processing based on the

oot t‘ fd[Ch ol Rl processing results
ata_ar i=

fon
2 DrderData_extract o [w]
& OrderData_col lect io

Ready Last accessed 2023/01/06 16:29:44

Jobnet editor
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Easily develop complex application flows

Improve the efficiency of making changes to a complex application flow

HITACHI

Inspire the Next

After you use a GUI to develop an application flow, you can export it into an Excel file, edit it, and import it.
By adding, modifying, and batch replacing Excel files,
you can streamline the work required to modify an application flow.

SROOT1:/Business_line/Jobnet - Jobnet Monitor 2018/10/03 11

A152)(jp1admin@IP1Server)

File Edit Operations View Options Help

Export the developed

application flow
Job definition information

3
T el application flow
E E - i AJS20A-IMPORT-150916135216865.XLS [Compatibility Mode] - Microsoft Excel -8B X
—
o e BT @- " x
ata_recep Data_compi » —
tion Tokyo lation_win ) T Cut ST = 5 ™ = E Autody e
ok Qous " B & avial cln -|Aa Siwirap Text General - ﬂ o rmal pad Gaod - ?‘ ﬁ 3 wtesum ﬂ Eﬁ
E 143 Copy. Fill -
B Paste ‘ B IU v|g|@,v ﬂ" ‘ lerge & Center + Conditional Format  Meutral Sorta Find &
wdd vy Hona i 2 S Fomat Painter TR . lest  Filter» Serecte
/ ve_fol = / nesal, 1 Cliphoard B Font o Alignment B Number & USlng Excel, Change the | tating |
" g e — information i
- S Y S T RS W N T B R s D information in the
ata_recep Data_conpl very_Tues i
tion_Nagoy jlation lin day P 2 IMPORT EXPORT CHECK VIEW |- t- fl
a we =
B p o Pl application flow
= o] £n v,
ata_compi Every Wend Data_evacu. ata_trans : —
Lation syn, sday ation nission 7| Hostnome [Pennsylvania]
chronisu 8 Servicensme[ AJSROGT! |
5 | Character codstype [C]
1o
ata_recen Data_Colle Data_conpi Every_Thur 1 nrtnamelDayhingsor]
t1on_Sappo ctionz Lation_AIX =d= o
o 13
e |
Every_Frid End_of_thThe_end ofnd of_a End_of_the o
th T £ L 7
= ronth _a_quarter . _fiscalye 7 Unit common attribute inforn
10 R Hold| Type | Owner
18 resour
ata recep Daca. coupi 20 = = = = - - - - = = = = = = = = = = n o = =
tion_Dsaka lation_gol 2 IDayindsar n 8 0 o 0 |normel iptusert
22 CONDITION | DaNIndsor {3 8| 10 lprusert
23 | DayyVind sor i<} 2 1 n [Normmal jplusert
f 2 5 Serverd, |seq n Mormal  fipTusert
Serverdl seq
@ 26 erverc seq
Tnit name - Comment. [‘Tyee Status Delay status E ;Z e Z : zz: ZJI 5 ? lonitor End - zz: : Z:z: :zz:
Data_Collectic Jobnet Ended norually Tone o eoovaryloh aprindsor[oi f 5 Jo£3 [seq " Recovery stuser
Data_Collectic Tobnet Now running Hone 20 enortErtor aindsorJoi 4 7 oriorErg eon N Nomel jptuser
Data_conpilaci Tobnet Hot sched. to exe. Hone 29 ervera aiindsor | 1 | I i Bt Jses i N Nomal [iptuser
bats compilat: aaznat Wit for prev. to snd  Wens i vt s _|n FI— - — s e o o ormsl Jotusar
Data compilati Jobnet HNot sched. to exe. Hone
Data_compilati Jobnet Uait for prev. to end Hone 4 4 b 4] AJSZDAMASTER
Data_compilari Jobnet Not sched. to exe. None Ready ]
Data_evacuatic Jobnet Wait for prev. to end Hone
Data_receptior Jobnet Eypassed Hone D f‘ ‘t' H f t' t t I t
Data_reseptior Johnet Ended normally HNone B Import the changed etrinition INnformation |||anage|||en el“p ate
Beady [Last accessed 2018/10/03 11:37:03

Requires JP1/Automatic Job Management System 3 - Definition Assistant.
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Easily develop complex application flows HITACHI

Easily generate design documents for an application flow Inspire the Next

You can automatically generate design documents from an application flow that you defined by using a GUL.
This saves labor when creating development histories and maintenance materials.

Output definition information in list and map formats Output definitions in flow format

Unit name Unit type Script file name Type of end j T 3 T = = z = T 7 % T = T
— ment 1 Legend:
ICosting_Process . . 22| dobrat FC o
a Jobnet Last updated Type ofend
[ (2) Factory_Calculation_processing Jobnet - 2 M Jime SrEEme |jdgment
& Processing
g_{:mm Jobnet - YOU can CheCk the o Unttype cvele Unit type Hold status
{4) Consignment_Inventory PC job C:\mog'H_I TAKUH SPT . . Schedule by JPT user who
—w Jobnal - details of definitions for  commert|days om Comment | erecutes e You can check the
[ (3) Post processing Overhead Cal __|PC cb Cimog|K_KANSEF SPT each unit in a list. sastie | SO application flow and the
£3) Preprocassing Qvarhoen Ca Feob o KANSEA SFT ; e definitions together
7 -
- g{ Sales_Calculation_Process Jobnet - |- g
i i " 9 M /Costing Py —
(3) Post of Selescal P ob CiimogIE FIGYOU SPT [cod e e .
. . . 10 Costing 20:33:42 terials 20:33:42
Output example of a document in jobnet list format T e
2,1, wesks 1,1, months
Jobnet 3,1, weeks Jobnet 2,1, months
4,1, weeks 3,1, months
11 5,1, weeks
Name:/CostingProcess 12 TRegularJon) |- ey 02t |-
Does not hold Does not hold
bnet jobnet
12 | exacuon p
14
N B h (May 13 2018 TokyoHead C |May 132018 May 13 2018
m m r:‘ 15 _Eﬂiﬁﬁgm 23‘;343 Dll')nput;m:a 2;“;3:42 CostingSales 25:);3:42
.U o .o 1,1, weeks
[ ) [ ] [t ] 1,1, weeks -
T 2,1, weeks
OsakaBranc Cooperatin CostingAss Jobnet §1 — Jobnet 3.1, wesks Jobnet 11, days
h_Costing gMaterials eszment 4.1, weeks ; 1 ::::z
[Regular Job] [Monthhy-001] [Irregular Job] s 51, weeks 5.1, months

17 [Regular Job] |-

[Daiy-001) |-
Does not hold Does not hold Does not hold
Jobnet i iobnet
‘—‘@ L 18  execution execution.
19

TokyoHzad CostingSal You can document and FukuokaBranc |Way 12 2018 HiroshmaBran |Way 13 2018 Calculatingindi|Hay 13 2018

NagoyaBran 20 h_Costng  |20:33:43 ch_Costng  |20:33:42 ectCost 20:33:42
ch_Costing Computing es CheCk the a Iication 1,1, weeks 1,1, weeks 1,1, weeks
[Regular Job] [Regular Job] [Daily-001] . PRice st o1 e et o1 e et o1 e
v flow diagram defined o1 wesie o1 waete 41 ek
. 21 5,1, weeks 5,1, weeks 5.1, weeks
m m m ) W|th the GUl 22 [[Regular Job] |- [Regular Job] |- [Regular Job] |-
.e e e D thold D thold D thold
Sacs i oecs i oecs it o
FukuokaBra HiroshimaB Calculatin il sxscution execution execution.
nch_Costin ranch_Cost gindirectC
g ing ost —
TReguiar Jo] [Regular lob] Regular Job] Output example of a document in jobnet flow format

Output example of a document in map format
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Enable detailed scheduling according to operations
Inspire the Next

Execute applications according to company calendars and work schedules

Control the execution of applications based on a calendar with business days and non-business days set
according to the calendar and work schedule for each site. These include monthly, weekly, or specific
day schedules and rescheduling of non-business day schedules.

C& AJSROOTI - Edit Annual Calendar{jpladmin@localhost)

File WYiew Help
Standard week: [ [Tue]red] Tl et

t

You can define business
days and non-business
days to match your
particular operations.

u | Fri | Sat Sun | Mon | Tue | Wed | Thu | Fri | Sat

Example of scheduling the execution date

Execute a job every Wednesday
(reschedule for non-business days)

O |
[ Ve

You can perform operations Reschedule
using different calendars for " — for non-
different sites. sat Sun | Mon | Tue | Wed | Thu | Fri | Sat| | Sun | Hen | Tue Wed | Thu | Fri | sat O business
1 1 2 3 1 2 3 4 5 B T days
2 3 a4 5 B T 2 E T £ g 10 1 12 a4 5 B T g g 10 g g 10 11 12 13 14 O I
9 10 1 12 12 14 | 15 12 14 | 15 16 17 12 13 1 12 12 14 15 16 17 15 16 17 12 19 | 20 21
1% | 19 | 20 | 21 | 22 | 23 | 24 22| 3 |24 | 23| 26 | 27 | 28 O |

16 | 17 | 18 | 19 | 20 | 21 | 22 20 | 21 | 22 | 23 | 24| 23 | 26
23 | 2 | 25 | 26 | 27 | 3 | 29 27 | 23 | 29 | 30 25 | 26 | 7 | 28 | 28 | 30 | _
_ ( O: Execution date |:| : Business day |:| : Non-business day)

| Last accessed 2024/07/04 16:56:51

Ready

Edit Annual Calendar

© Hitachi, Ltd. 2023, 2024. All rights reserved. 9
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Enable detailed scheduling according to operations
Inspire the Next

Automatically execute applications according to various triggers

There are many patterns of execution triggers, and applications can be executed automatically when a
specified trigger occurs.

Register an
application for Executed only once
execution

Executed v,

immediately

You can combine your company's
calendar and execution cycles to
execute applications, such as repeating

Customer
an application every other Wednesday.

Helisliel 2 The same application is executed several times a day on a regular basis
application for
execution
S -------
Application Application Application Application Application Application Application
repeatedly

Executed every hour from 7:00 a.m. to >
8:00 p.m. 14 times a day

Customer

A file is updated An email is received A certain amount of
Executed when — | - M — L@_@ Te has elapsed
: s /" \
certain events —V\‘. \‘. \4.
Application Application Application

occur

Automatically executed when a

Automatically executed
certain amount of time has elapsed

Automatically executed when a
when an email is received

file is updated
© Hitachi, Ltd. 2023, 2024. All rights reserved. 10



Connect applications that run in different environments HITACHI

Control the execution of all applications Inspire the Next

You can automatically execute applications that are executed on-premises, or you can link with and
automatically operate serverless applications executed by cloud services or SaaS.

Centrally manage applications executed in various environments

g E Operations Operations Operations End of

] . processing
premises cloud services SaaS

Business system

Automatically
execute cloud-
native applications

Automatically
execute external
services

AWS, Azure, or
Google Cloud

SAP S/4AHANA
Cloud

AWS: Amazon Web Services
Azure: Microsoft Azure

© Hitachi, Ltd. 2023, 2024. All rights reserved. 11



Connect applications that run in different environments

Easily link applications with various cloud services

HITACHI

Inspire the Next

You can use a GUI to define applications to be executed by cloud services such as AWS, Azure, and
Google Cloud, and easily link applications executed by multiple cloud services.

Easily linked using
sample content*1*3

Azure Batch § Azure Blob Storage

Azure

Google Cloud § Google Cloud
Functions Storage

Google Cloud

Easily linked using
ERP linkage plug-ins*2

Linkage with any service by
creating service linkage
plug-ins*3*4

—

—

SAP S/4HANA Cloud Other cloud
services

Each cloud

AWS: Amazon Web Services
Amazon S3: Amazon Simple Storage Service
Azure: Microsoft Azure

cloud services, and develop an

Register plug-ins that link with J

~ application flow

- m] x
45 pAMPLES
| hEE
s | R | o etk
Jobnet [/ VExclusive edi
A
SalesData Result _Sto
down | oad [N rage_Proce
ew'fork] ssinz[ERF]
PSS » S ®
SalesData_ CaollectedD Callectedh Bl yvsisDa
collect ion ata_upload ata_analyt ta_downloa
Tsil ics[Lanbdal d[53]
SalesDats ResultData
down | oad [C _ref lectio
hicazo] n
v
< >
@
Unit name / Comment. Type ~
2 SalesData_download [NewYark] PC Job
2 SalesData_download [Chicazo] PC Job
D Balesbata_col lect fon PG Joh
2 Col lectedData_upload[S3] Custon Job
2 Col lectedData_ana vt ics [Lanbda) Custon Job
QD AnalysisData_download [33] Custon Job
2 ResultData_ref lect ion PC Job v
Ready Last acce U3 U1/U7 14

Jobnet editor

*1 For support service subscribers, we provide service linkage plug-ins as sample content for linking with cloud services.
*2 Requires JP1/Automatic Job Management System 3 for Enterprise Applications.

*3 Requires JP1/Automatic Job Management System 3 for Cloud Service Applications.

*4 When linking with any cloud service using service linkage plug-ins, the customer must verify the linkages.

© Hitachi, Ltd. 2023, 2024. All rights reserved. 12



Connect applications that run in different environments HITACHI

Swiftly respond to specifications changes in cloud services Inspire the Next

Separately manage application flows and service linkage information (authentication information, connection
information, execution information, and monitoring information). Even if the specifications of a cloud service change,
you can still link to that cloud service after implementing the minimum necessary changes.

Cloud services

== == = o Specificationschanges | __ __ ______
& in a cloud service Azure Functions = Azure Batch = Azure Blob Storage = AWS Lambda = AWSBatch = Amazon S3

(addition of options, etc.)

- 4
] i Google Cloud
‘ Q i : Functions Google Cloud Batch  Google Cloud Storage

On the GUI, > Execute Monitor
set/change only the Information needed for linkage
example, the addition of options), it might not

Service linkage information necessary locations.
@ be necessary to change the application flow.

|
|
S ]
I /
Basic Events 4 Actions Custom Jobs 4 Custom Events /. Tools I
Jobnet : I.-" I W Exclusive edit
|

Depending on the details of the specifications
changes made to the cloud service (for

Business systems

Y S I

Execute e

‘ h { E =
R . - . . A a 1 ||
Authentication Y Connection Execution Monitoring | [es T L MEY————+"\B > Mps ® == Pl
information information information information | Updat ebon | : fnalyzisl fnalysis? : Datalalc Judze Filelownlo backup
4= ElobStorageMory | hzureFunct i onzRun AzureFunctionsfun | AzureBatchRun ad
| Y —— - S —— ’

>

Use plug-ins to develop ErrPros Set Inf obB Mot iy

application flows . .
Service linkage plug-ins Application flow 5

< >

Combine to
create plug-ins

Jobnet editor

Azure: Microsoft Azure AWS: Amazon Web Services Amazon S3: Amazon Simple Storage Service Requires JP1/Automatic Job Management System 3 for Cloud Service Applications.

© Hitachi, Ltd. 2023, 2024. All rights reserved. 13



Intuitively understand the status of operations HITACHI

Inspire the Next

Understand the progress and execution status of your applications

You can check the progress of all applications, the number of executions by status (such as normal ends,
abnormal ends, and delays), and the execution status of each application.

Display the status of applications in a single window

Dashboard
+ Add Targets

Aggregate Task (Today) Last accessed: 2018-00-06 11:4538 ) %

Day for Monitor: 2018-09-06 Auto refresh [ ON [F 3 Change Targeis

a &} Status of Root Jobnet  End time (schd.) 2018-09-07 08:43:21 (Remainder 20:58)

Dlsplay an overview of all the ' Execution Number of States A\ Dejay - 1
. . . . . Progress ) Legend
applications, including their v Ended @ Now rnring |J!|  Beng heio @ watny o
progress, scheduled 7 2 == : 14 E: Ended abnormally  {@: Now running
:Er:gr?]tla(?lrt]letlsrne, e o 29% Execution Progress of Jobs ~ 21% ( 56/ 258 Number of States & Delay: 1 -: Ended with Warning "\IJI}J: On hold
. | | B @ 55 @: Ended normally ©: Waiting to start
7/24 0% 1000 @ 4 o Q 197

=3 Monitor il Monthly

: Now running K
—— - J

A, Get_Data_HeadOffice! \ 8 iti . .
. [ Waiting to start § 0 Display the execution

A, Get_Data_Hg==~=-~

A& sre0xe_s ENded normally I I
B Aporgts,_Shamm—e— . ; status of each
application using colors

Dashboard

© Hitachi, Ltd. 2023, 2024. All rights reserved. 14



Visualize operation schedules and results HITACHI

Check the schedule and results of applications at a glance Inspire the Next

You can check the execution results and schedule of applications on a monthly basis in the monthly
schedule and on a daily basis in the daily schedule.

Monthly schedule: Daily schedule: Check the execution status of applications for
Check the schedules and actual results on a monthly basis the current day in real time

You can check the execution results and execution schedules of all You can check the status of operations in real time in Gantt chart format. You
applications in a list. can check the execution status of applications.

With one glance, you can check whether the previous day's applications have
finished normally and whether there are any errors in the future schedules,

«%, Sales_management - Daily Schedule (Hierarchy){jpladmin@IP1Server) I [] 3
to ether Wlth aSt reSuItS- File Edit Operations View Options Help ) . \
g p o group name: [RISROOTL:/Busineas_Line/5ales_managerent Al w5 Understand jOb execution
Date:  am/oae m , statuses at a glance.
Base time:00:00 of1z[a[als]s[7 8] all10l11]2z[13[1a]15]16]17[1818[20(21[22]23
o, Sales_management - Monthly Schedule(jpladming rver) =lolx] 2 exlssui ate .
P TR — e ph_pdace EEEmEEmE 7:[777777777777 FA: Ended normally
5 o s [T oo {EREENEFS 4} e oeont o] EA: In progress
Month:  2018/10 123456 7 @ofon11213141506f17181920/21 Legend. Icons B mter 3 E. Waltln for start tlme
.nnz:ai:z.ula/m/ul[lmp it ; ThF £ S ShOWIng the Display the / o g
ill_issue O . A m
%ﬁiﬁﬁjﬁi;ﬁ:ﬁﬂ O ERCIEIEIE EEEE | (w execution schedule eXeCUthn re_SUItS of —
Order_Desk[Monthl: [] . .
iy - 8 0 = [11: Wait for start time the application you
B-4h Order_FAX[Daily] O NROIEICIEE EnEEm | (mm [] . . clicked /
A e e n - E B: Running + Warning ‘ Y i £
Check the monthly IEI EEEEL HAEEEE [EE . Ended normall ] L Web_Order_patchiUeskly]  |4] J
execution plans and results 0 O = ) y L —L 113 s — =
for each application. I!I EEEEE | EEEEE | s o b DeIy]  AAIe/ers DOm D SDiarmorL) Dosamtn Yere for scd e
| - _Desk([Ueekly] 2015/09/11 09:00:00 2015/09/11 09:00:00 Wait f sta // £
e IR R T T peGe | e o e oo e /BB
£ Usb_Order batch[Daily]-001 11 2015/09/11 09:00:00 2015/09/11 09:20:00 Vait for sta . e // """ -
§ B e st Uel. i . . schedules pe— Y/ EL/
. —_— | N —————————————— \E"
[ s ¥ [Soert time v = ¥ [ Feacus ] ! Dai|y schedule window N -
s R Job execution schedules
Order_FAX[Weekl: 201 20:00 Wait for ime - H+ | =
de::TELEWEEklzi 201 Past results 20:00 Wait for start time can be Verlfled, added, L . = o
Cder_bacchlWeekly] 20l 00:00 Wait fo edited, and deleted. Only JObS that were = =
| Last accessea 2018/10/10 12*1 exeCUted On the cu rrent :M:EV o e g%z
day are highlighted. v

Monthly Schedule ChEEme; Jobnet Monitor

Customer

© Hitachi, Ltd. 2023, 2024. All rights reserved. 15



Address operation failures in a variety of ways HITACHI

Quickly troubleshoot problems Inspire the Next

You can easily identify where a problem is occurring, and smoothly take action such as suspending the
target application or putting it on hold.
After resolving the problem, you can resume the application from where it was suspended or put on hold.

Check the status and suspend, hold, or resume the target applications on the same window

After the problem is resolved,
- .~ 1 re-execute the application
(W Hoid-on | @ Hola-orr | @ inierruot (€@ ki || % Rerun from where it stopped.
nheritance

B — B
1 (.m | Information
AJSROOT1MEE ¥ +7 F+ M /Group2_E/Domestic_Arregate_Task Auto refresh ({81

¥ £ Domestic_Arregate_Tas

» £ Data_Compilate_A

You can deal with problems > & Dats_Compiate L

that occur by re-executing, b & Data_Compilate_S
putting on hold, or cancelling » & Data_Compilate_W
. . » £ Data_Marge1
an application. > & Data_Marge2
» & Data_Recept_Fuku B
» 4 Data_Recept_Osat Send_M
ail

» £ Data Recept Sapr
» 4} Data_Recept_Toky
» £, Data_Recept_Toky

& (= &
< » >
Dats_Co *| Judge | send_JP
mgilate_ 1Event
-0

Job Portal Monitor

Customer

© Hitachi, Ltd. 2023, 2024. All rights reserved. 16



Visualize the health of your job management system HITACHI

Quickly understand the status of the entire job management system e ext

On a single window, you can centrally monitor the status of the job management system, such as the scheduler service
that controls the execution of applications and the database of the job management system.
You can check at a glance whether the job management system is working without any problems.

List of Scheduler Services L Check trends |n the
number of job executions

i er day or per hour
All Scheduler Services Number of job executions ‘LL

= ((Appiy dispay range )

Automatic Job Management System 3

e hep

AJSROOT4 Service Status |~ Job Porta

In the summary window, " otz G : Number of job executions

check whether there are
any factors that might
cause operations to stop

® | Scheduler Service Details

uuuuu

ssssss

Management portal - Summary

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

System

administrator ~ Check the current status
of the scheduler service
||

Management portal - Scheduler Service

JP1/AJS3 - Manager: JP1/Automatic Job Management System 3 - Manager
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Automate switching of application flows HITACHI

Automatically switch applications at a specified date and time Inspire the Next

When changing an application flow, you can switch it to a new application flow at a pre-specified
switching date and time without stopping currently running applications.

Automatically switch the application flow at a specified date and time while continuing business operations

® Applications are in progress

Applications before the change

Switch to new applications

Switch applications at a

ified date and ti J o
specified date and time Applications after the change

Transmit data Update web data Transmit data Update web data

(Osaka) \ / (Osaka) \ (Osaka) \ / (Osaka) \

Automatically

Process web Process web . . . Transmit data - Process web - Update web data > Process web
data orders data settlements switch a P pl ications (Hakata) data orders (Hakata) data settiements
Transmit data / \ Update web data / Transmit data / \ Update web data /
(Tokyo) (Tokyo) (Tokyo) (Tokyo)
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Inspire the Next

Example of a system configuration

B Example of a system configuration

© Hitachi, Ltd. 2023, 2024. All rights reserved. 19



Example of a system configuration HITACHI

Inspire the Next

The system configuration for managing and controlling the execution of an application flow
in JP1/AJS3 is as follows.

Microsoft Google Cl
AWS Azure Cloud
E E E - E g o B - -~ 2
Business server AWS  Amazon S3 Business server Azure  Azure Blob Business server Google Cloud Google Cloud Business server
Lambda t Batch Storage SR S
(agent) (agent) (agent) Functions Storage (agent)
Amazon EC2 Azure Virtual Google Compute Oracle Cloud

Compute VMs

On-premises

QE G—=p  JPI/AIS3 G

Business server

SAP S/4HANA
(agent) Cloud

SaaS/Web services

AWS: Amazon Web Services
Amazon S3: Amazon Simple Storage Service
Amazon EC2: Amazon Elastic Compute Cloud

OCI: Oracle Cloud Infrastructure
JP1/AJS3: JP1/Automatic Job Management System 3

When linking with any cloud service using service linkage plug-ins, the customer must verify the linkages.
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Inspire the Next

Support for safe use

Support for evolving and diversifying system environments

JP1 professionals assist customers

One-stop problem resolution at an early stage

Long-term use with peace of mind and guaranteed compatibility with preceding versions
Global use with peace of mind

Reliable quality for customers
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HITACHI

Support for evolving and diversifying system environments Inspire the Next

You can introduce JP1/AJS3 according to your system environment, such as on-premises or cloud.

We respond flexibly and quickly to evolving and diversifying environments and your needs.

|:| oS Windows Linux AlX
‘ Cloud : Other
‘ Amazon Web Microsoft Oracle Cloud clouds are also
Services Azure Infrastructure Google Cloud supported
Q Q E Virtualization , Kernel-based Virtual - CDocker)(Podman)
1= HH— = e VM ESX Hyper-V ' Container etc.
S ©NVironment ware ! yp Machine (KVM) ( OpenShift )( Kubernetes )
Eﬁ E Cluster Windows Server Failover Cluster (WSFC) CLUSTERPRO X  Lifekeeper = HA monitor etc.
environment

JP1/AJS3 runs on Japanese, English, and Chinese operating systems.
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HITACHI

JP1 professionals assist customers Inspire the Next

We can achieve the optimal system operation for our customers.

JP1 professionals can derive a system operation method suitable for the customer's requirements, system scale, and environment, and help
achieve a network management system.

Process for achieving the optimal system operation for customers

Requirement definition Design, construction, testing Operation
: Construction :
Consultation Education
support

'll'llil 0

DA<

Inquiry* & —_—

By involving JP1 professionals, you can clarify system operation requirements, shorten the examination and implementation
period, and smoothly hand over to the operation team.

* Technical inquiries regarding JP1 functions and JP1
operation method

JP1 professionals are engineers who have a specified level of JP1 skills and have been certified based on the JP1 Engineer Qualification System.
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HITACHI

One-stop problem resolution at an early stage Inspire the Next

We provide one-stop support to solve problems quickly.
This reduces the burden on customers of a problem occurs.

We provide support for early stage resolution of complex problems, which can involve
multiple elements such as operating systems and middleware.

One-stop support resolves problems quickly, prevents recurrence, and ensures stable operation of customer systems

L lnke 2

Support, quality assurance, and product development departments work
together to solve problems.

Failure

Q Inquiry = T e q?
E—— ) " . A,
. Product
_ ﬁ Support | Middleware deyelopment
department Hardware department
Response
Customer \ ’ f
\ ‘ (
| (_‘:an ask for SL-JppOFt Quality assurance
without hesitation department
because there is only
one point of contact. ﬁ

By taking the lead in investigating the cause of the problem =z

[

and implementing countermeasures,
Hitachi prevents the customer's problems from dragging on. “

© Hitachi, Ltd. 2023, 2024. All rights reserved.
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Long-term use with peace of mind and guaranteed compatibility HITACHI

with preceding versions Inspire the Next

You can use JP1 for a long time and expand your business systems without worry.

We provide continuous support even when the customer's system has a long life cycle.
JP1 ensures compatibility between versions, allowing for gradual system expansion.

Long-term support for the life cycle of customer systems

o At least 10 years of support is guaranteed

‘ . with the same version

Flexible support for business system expansion

Addition

V13

Guaranteed compatibility with the preceding three
major versions.

You can operate your system even if it contains
different JP1 versions.

V13

E

Version
upgrade

Even if you upgrade JP1, interface compatibility is maintained.
Therefore, you can use the linked products, services, user programs
without modification.
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HITACHI

Global use with peace of mind Inspire the Next

You can use JP1 with peace of mind around the world.

We support our customers with sales and support locations covering all regions of the world.
Our sales and support locations around the world and in Japan work together to support our customers

"

Support
department
(Japan)

Product
development
department

Hitachi sales and
support locations
(Japan/overseas)

Customers
(Japan/overseas)

assurance
department
(Japan)

We cover all regions of the world including Asia, Oceania, North America, South America, Europe, Middle East and Africa.

Hitachi's sales and support locations support customers in cooperation with the support, quality assurance, and product
development departments in Japan.

© Hitachi, Ltd. 2023, 2024. All rights reserved.
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Reliable quality for customers Inspire the Next

Achieve stable operation of mission-critical systems!

We have established a system to maintain high quality and high reliability so that customers can use our products with peace of mind.

JP1

High-quality and highly
reliable operation
management that supports
stable operation of
customer systems

» Thorough quality control is
implemented from the
customer's perspective, from the

» We ensure quality by setting
voluntary standards

» We utilize technical know-how Sllaranices Guarz_anteed upstream development process
: product a quality for :
and experience accumulated quality T T * Using a QA department
over many years of e ﬁ independent from the product
development Close information development department
sharing strengthens quality governance
Product Incident prevention Quality
development activities assurance
department department
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Inspire the Next

Third-party product names and trademarks

» AlXis a trademark of International Business Machines Corporation, registered in many jurisdictions worldwide.

* Amazon Web Services, AWS, the Powered by AWS logo, Amazon Elastic Compute Cloud (Amazon EC2) , Amazon Simple Storage Service (Amazon S3) , AWS Lambda are trademarks of Amazon.com,
Inc. or its affiliates.

» Docker and the Docker logo are trademarks or registered trademarks of Docker, Inc. in the United States and/or other countries.

* Google Cloud, Google Cloud Storage, and Google Compute Engine are trademarks of Google LLC.

* Linux® is the registered trademark of Linus Torvalds in the U.S. and other countries.

* Microsoft, Azure, Excel, Hyper-V, Windows, and Windows Server are trademarks of the Microsoft group of companies.

» OpenShift is a registered trademark of Red Hat, Inc. in the United States and other countries.

* Oracle, Java, MySQL, and NetSuite are registered trademarks of Oracle and/or its affiliates.

+ SAP S/4HANA Cloud is the trademark or registered trademark of SAP SE or its affiliates in Germany and in other countries.

* UNIX is a registered trademark of The Open Group.

+ Other company, product or service names may be trademarks or registered trademarks of others.

® Product specifications are subject to change for the purpose of improvement without prior notice.

® The colors of actual product screens may appear to be slightly different from those in the screenshots shown in this document.

® Microsoft product screenshots are used with permission from Microsoft.

® If you plan to export any of these products, please check all restrictions (for example, those stipulated by Japan's Foreign Exchange and Foreign Trade Law and the export control laws and regulations of
the United States), and carry out all required procedures.
If you require more information or clarification, please contact your Hitachi sales representative.

® For the most recent information on the support status of a JP1 product, including supported operating environments, please visit the JP1 website.
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Inspire the Next

Integrated Operations Management

Job management

Introducing JP1/Automatic Job Management System 3

- Achieving automatic and stable operation of business systems -

Hitachi, Ltd.
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